A causal-comparative design is a research design that seeks to find relationships between independent and dependent variables after an action or event has already occurred. The researcher's goal is to determine whether the independent variable affected the outcome, or dependent variable, by comparing two or more groups of individuals. There are similarities and differences between causal-comparative research, also referred to as *ex post facto research*, and both correlational and experimental research. This entry discusses these differences, as well as the benefits, process, limitations, and criticism of this type of research design. To demonstrate how to use causal-comparative research, examples in education are presented.

Comparisons with Correlational Research

Many similarities exist between causal-comparative research and correlational research. Both methods are useful when experimental research has been deemed impossible or unethical as the research design for a particular question. Both causal-comparative and correlational research designs attempt to determine relationships among variables, but neither allows for the actual manipulation of these variables. Thus, neither can definitively state that a true cause-and-effect relationship occurred between these variables. Finally, neither type of design randomly places subjects into control and experimental groups, which limits the generalizability of the results.

Despite similarities, there are distinct differences between causal-comparative and correlational research designs. In causal-comparative research, the researcher investigates the effect of an independent variable on a dependent variable by comparing two or more groups of individuals. For example, an educational researcher may want to determine whether a computer-based ACT program has a positive effect on ACT test scores. In this example, the researcher would compare the ACT scores from a group of students that completed the program with scores from a group that did not complete the program. In correlational research, the researcher works with only one group of individuals. Instead of comparing two groups, the correlational researcher examines the effect of one or more independent variables on the dependent variable within the same group of subjects. Using the same example as above, the correlational researcher would select one group of subjects who have completed the computer-based ACT program. The researcher would use statistical measures to determine whether there was a positive relationship between completion of the ACT program and the students' ACT scores.

Comparisons with Experimental Research

A few aspects of causal-comparative research parallel experimental research designs. Unlike correlational re-
search, both experimental research and causal-comparative research typically compare two or more groups of subjects. Research subjects are generally split into groups on the basis of the independent variable that is the focus of the study. Another similarity is that the goal of both types of research is to determine what effect the independent variable may or may not have on the dependent variable or variables.

While the premises of the two research designs are comparable, there are vast differences between causal-comparative research and experimental research. First and foremost, causal-comparative research occurs after the event or action has been completed. It is a retrospective way of determining what may have caused something to occur. In true experimental research designs, the researcher manipulates the independent variable in the experimental group. Because the researcher has more control over the variables in an experimental research study, the argument that the independent variable caused the change in the dependent variable is much stronger. Another major distinction between the two types of research is random sampling. In causal-comparative research, the research subjects are already in groups because the action or event has already occurred, whereas subjects in experimental research designs are randomly selected prior to the manipulation of the variables. This allows for wider generalizations to be made from the results of the study.

Table 1 breaks down the causal-comparative, correlational, and experimental methods in reference to whether each investigates cause-effect and whether the variables can be manipulated. In addition, it notes whether groups are randomly assigned and whether the methods study groups or individuals.

When to Use Causal-Comparative Research Designs

Although experimental research results in more compelling arguments for causation, there are many times when such research cannot, or should not, be conducted. Causal-comparative research provides a viable form of research that can be conducted when other methods will not work. There are particular independent variables that are not capable of being manipulated, including gender, ethnicity, socioeconomic level, education level, and religious preferences. For instance, if researchers intend to examine whether ethnicity affects self-esteem in a rural high school, they cannot manipulate a subject's ethnicity. This independent variable has already been decided, so the researchers must look to another method of determining cause. In this case, the researchers would group students according to their ethnicity and then administer self-esteem assessments. Although the researchers may find that one ethnic group has higher scores than another, they must proceed with caution when interpreting the results. In this example, it might be possible that one ethnic group is also from a higher socioeconomic demographic, which may mean that the socioeconomic variable affected the assessment scores.
Table 1 Comparison of Causal-Comparative, Correlational, and Experimental Research

<table>
<thead>
<tr>
<th>Method</th>
<th>Investigates Cause-Effect</th>
<th>Manipulates Variable</th>
<th>Randomly Assigns Participants to Groups</th>
<th>Involves Group Comparisons</th>
<th>Studies Groups or Individuals</th>
<th>Focus</th>
<th>Identifies Variables for Experimental Exploration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal-comparative research</td>
<td>Yes</td>
<td>No (it already occurred)</td>
<td>No (groups formed prior to study)</td>
<td>Yes</td>
<td>Two or more groups of individuals and one independent variable</td>
<td>Focus on differences of variables between groups</td>
<td>Yes</td>
</tr>
<tr>
<td>Correlational research</td>
<td>No</td>
<td>No</td>
<td>No (only one group)</td>
<td>No</td>
<td>Two or more variables and one group of individuals</td>
<td>Focus on relationship among variables</td>
<td>Yes</td>
</tr>
<tr>
<td>Experimental research</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Groups or individuals depending on design</td>
<td>Depends on design; focuses on cause/effect of variables</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Some independent variables should not be manipulated. In educational research, for example, ethical considerations require that the research method not deny potentially useful services to students. For instance, if a guidance counselor wanted to determine whether advanced placement course selection affected college choice, the counselor could not ethically force some students to take certain classes and prevent others from taking the same classes. In this case, the counselor could still compare students who had completed advanced placement courses with those who had not, but causal conclusions are more difficult than with an experimental design.

Furthermore, causal-comparative research may prove to be the design of choice even when experimental research is possible. Experimental research is both time-consuming and costly. Many school districts do not have the resources to conduct a full-scale experimental research study, so educational leaders may choose to do a causal-comparative study. For example, the leadership might want to determine whether a particular math curriculum would improve math ACT scores more effectively than the curriculum already in place in the school district. Before implementing the new curriculum throughout the district, the school leaders might conduct a causal-comparative study, comparing their district's math ACT scores with those from a school district that has already used the curriculum. In addition, causal-comparative research is often selected as a precursor to experimental research. In the math curriculum example, if the causal-comparative study demonstrates that the curriculum has a positive effect on student math ACT scores, the school leaders may then choose to conduct a full experimental research study by piloting the curriculum in one of the schools in the district.
Conducting Causal Comparative Research

The basic outline for conducting causal comparative research is similar to that of other research
designs. Once the researcher determines the focus of the research and develops hypotheses, he or she se-
lects a sample of participants for both an experimental and a control group. Depending on the type of sample and the research question, the researcher may measure potentially confounding variables to include them in eventual analyses. The next step is to collect data. The researcher then analyzes the data, interprets the results, and reports the findings. Figure 1 illustrates this process.

**Determine the Focus of Research**

As in other research designs, the first step in conducting a causal-comparative research study is to identify a specific research question and generate a hypothesis. In doing so, the researcher identifies a dependent variable, such as high dropout rates in high schools. The next step is to explore reasons the dependent variable has occurred or is occurring. In this example, several issues may affect dropout rates, including such elements as parental support, socioeconomic level, gender, ethnicity, and teacher support. The researcher will need to select which issue is of importance to his or her research goals. One hypothesis might be, “Students from lower socioeconomic levels drop out of high school at higher rates than students from higher socioeconomic levels.” Thus, the independent variable in this scenario would be socioeconomic levels of high school students.

It is important to remember that many factors affect dropout rates. Controlling for such factors in causal-comparative research is discussed later in this entry. Once the researcher has identified the main research problem, he or she operationally defines the variables. In the above hypothesis, the dependent variable of high school dropout rates is fairly self-explanatory. However, the researcher would need to establish what constitutes lower socioeconomic levels and higher socioeconomic levels. The researcher may also wish to clarify the target population, such as what specific type of high school will be the focus of the study. Using the above example, the final research question might be, “Does socioeconomic status affect dropout rates in the Appalachian rural high schools in East Tennessee?” In this case, causal comparative would be the most appropriate method of research because the independent variable of socioeconomic status cannot be manipulated.

Because many factors may influence the dependent variable, the researcher should be aware of, and possibly test for, a variety of independent variables. For instance, if the researcher wishes to determine whether socioeconomic level affects a student’s decision to drop out of high school, the researcher may also want to test for other potential causes, such as parental support, academic ability, disciplinary issues, and other viable options. If other variables can be ruled out, the case for socioeconomic level’s influencing the dropout rate will be much stronger.
Participant Sampling and Threats to Internal Validity

In causal-comparative research, two or more groups of participants are compared. These groups are defined by the different levels of the independent variable(s). In the previous example, the researcher compares a group of high school dropouts with a group of high school students who have not dropped out of school. Although this is not an experimental design, causal-comparative researchers may still randomly select participants within each group. For example, a researcher may select every fifth dropout and every fifth high school student. However, because the participants are not randomly selected and placed into groups, internal validity is threatened. To strengthen the research design and counter threats to internal validity, the researcher might choose to impose the selection techniques of matching, using homogeneous subgroups, or analysis of covariance (ANCOVA), or both.

Matching

One method of strengthening the research sample is to select participants by matching. Using this technique, the researcher identifies one or more characteristics and selects participants who have these characteristics for both the control and the experimental groups. For example, if the researcher wishes to control for gender and grade level, he or she would ensure that both groups matched on these characteristics. If a male 12th-grade student is selected for the experimental group, then a male 12th-grade student must be selected for the control group. In this way the researcher is able to control these two extraneous variables.

Comparing Homogeneous Subgroups

Another control technique used in causal-comparative research is to compare subgroups that are clustered according to a particular variable. For example, the researcher may choose to group and compare students by grade level. He or she would then categorize the sample into subgroups, comparing 9th-grade students with other 9th-grade students, 10th-grade students with other 10th-grade students, and so forth. Thus, the researcher has controlled the sample for grade level.
Analysis of Covariance

Using the ANCOVA statistical method, the researcher is able to adjust previously disproportionate scores on a pretest in order to equalize the groups on some covariate (control variable). The researcher may want to control for ACT scores and their impact on high school dropout rates. In comparing the groups, if one group’s ACT scores are much higher or lower than the other’s, the researcher may use the technique of ANCOVA to balance the two groups. This technique is particularly useful when the research design includes a pretest, which assesses the dependent variable before any manipulation or treatment has occurred. For example, to determine the effect of an ACT curriculum on students, a researcher would determine the students’ baseline ACT scores. If the control group had scores that were much higher to begin with than the experimental group’s scores, the researcher might use the ANCOVA technique to balance the two groups.

Instrumentation and Data Collection

The methods of collecting data for a causal-comparative research study do not differ from any other method of research. Questionnaires, pretests and posttests, various assessments, and behavior observation are common methods for collecting data in any research study. It is important, however, to also gather as much demographic information as possible, especially if the researcher is planning to use the control method of matching.

Data Analysis and Interpretation

Once the data have been collected, the researcher analyzes and interprets the results. Although causal-comparative research is not true experimental research, there are many methods of analyzing the resulting data, depending on the research design. It is important to remember that no matter what methods are used, causal-comparative research does not definitively prove cause-and-effect results. Nevertheless, the results will provide insights into causal relationships between the variables.

Inferential Statistics

When using inferential statistics in causal-comparative research, the researcher hopes to demonstrate that a relationship exists between the independent and dependent variables. Again, the appropriate method of analyzing data using this type of statistics is determined by the design of the research study. The three most commonly used methods for causal-comparative research are the chi-square test, paired-samples and inde-
dependent $t$ tests, and analysis of variance (ANOVA) or ANCOVA.

Pearson's chi-square, the most commonly used chi-square test, allows the researcher to determine whether there is a statistically significant relationship between the experimental and control groups based on frequency counts. This test is useful when the researcher is working with nominal data, that is, different categories of treatment or participant characteristics, such as gender. For example, if a researcher wants to determine whether males and females learn more efficiently from different teaching styles, the researcher may compare a group of male students with a group of female students. Both groups may be asked whether they learn better from audiovisual aids, group discussion, or lecture. The researcher could use chi-square testing to analyze the data for evidence of a relationship.

Another method of testing relationships in causal-comparative research is to use independent or dependent $t$ tests. When the researcher is comparing the mean scores of two groups, these tests can determine whether there is a significant difference between the control and experimental groups. The independent $t$ test is used in research designs when no controls have been applied to the samples, while the dependent $t$ test is appropriate for designs in which matching has been applied to the samples. One example of the use of $t$ testing in causal-comparative research is to determine the significant difference in math course grades between two groups of elementary school students when one group has completed a math tutoring course. If the two samples were matched on certain variables such as gender and parental support, the dependent $t$ test would be used. If no matching was involved, the independent $t$ test would be the test of choice. The results of the $t$ test allow the researcher to determine whether there is a statistically significant relationship between the independent variable of the math tutoring course and the dependent variable of math course grade.

To test for relationships between three or more groups and a continuous dependent variable, a researcher might select the statistical technique of one-way ANOVA. Like the independent $t$ test, this test determines whether there is a significant difference between groups based on their mean scores. In the example of the math tutoring course, the researcher may want to determine the effects of the course for students who attended daily sessions and students who attended weekly sessions, while also assessing students who never attended sessions. The researcher could compare the average math grades of the three groups to determine whether the tutoring course had a significant impact on the students' overall math grades.

**Limitations**

Although causal-comparative research is effective in establishing relationships between variables, there are many limitations to this type of research. Because causal-comparative research occurs ex post facto, the researcher has no control over the variables and thus cannot manipulate them. In addition, there are often vari-
ables other than the independent variable(s) that may impact the dependent variable(s). Thus, the researcher cannot be certain that the independent variable caused the changes in the dependent variable. In order to counter this issue, the researcher must test several different theories to establish whether other variables affect the dependent variable. The researcher can reinforce the research hypothesis if he or she can demonstrate that other variables do not have a significant impact on the dependent variable.

Reversal causation is another issue that may arise in causal-comparative research. This problem occurs when it is not clear that the independent variable caused the changes in the dependent variable, or that a dependent variable caused the independent variable to occur. For example, if a researcher hoped to determine the success rate of an advanced English program on students' grades, he or she would have to determine whether the English program had a positive effect on the students, or in the case of reversal causation, whether students who make higher grades do better in the English program. In this scenario, the researcher could establish which event occurred first. If the students had lower grades before taking the course, then the argument that the course impacted the grades would be stronger.

The inability to construct random samples is another limitation in causal-comparative research. There is no opportunity to randomly choose participants for the experimental and control groups because the events or actions have already occurred. Without random assignment, the results cannot be generalized to the public, and thus the researcher’s results are limited to the population that has been included in the research study. Despite this problem, researchers may strengthen their argument by randomly selecting participants from the previously established groups. For example, if there were 100 students who had completed a computer-based learning course, the researcher would randomly choose 20 students to compare with 20 randomly chosen students who had not completed the course. Another method of reinforcing the study would be to test the hypothesis with several different population samples. If the results are the same in all or most of the sample, the argument will be more convincing.

Criticisms

There have been many criticisms of causal-comparative research. For the most part, critics reject the idea that causal-comparative research results should be interpreted as evidence of causal relationships. These critics believe that there are too many limitations in this type of research to allow for a suggestion of cause and effect. Some critics are frustrated with researchers who hold that causal-comparative research provides stronger causal evidence than correlational research does. Instead, they maintain that neither type of research can produce evidence of a causal relationship, so neither is better than the other. Most of these critics argue that experimental research designs are the only method of research that can illustrate any type of causal relationships between variables. Almost all agree, however, that experimental designs potentially pro-
vide the strongest evidence for causation.
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